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ABSTRACT : There have been continuous efforts in automating the joint tracking
system. Automation plays an important 1ole in the wusage of the vision sensor. The
vision sensor on a 71obot is used for weld seam tracking on welding fabrication. Real
time seam tracking plays an important 1ole in the vision process technique. Vision
process includes filtering and gap filling, segmentation processing, feature extraction
and recognition. In this paper, the performance comparison results of seam ftracking
for real time rootpass on gas metal arc welding are shown. It can be concluded that
the vpresently developed algorithm i1s superior to the previous algorithm in terms of
seam tracking for rootpass of gas metal arc welding.
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1 Introduction

It is 1important to perform precise seam tracking to obtain the width and

penetration of bead through good weld bead. Efforts for application on seam
tracking by  vision sensor have been made by  precedent researchers.
Clocksin®  presented an algorithm defining the weld joint type by handling
information of the laser Iline in MIG  welding. Agapaki&3 proved a
geometrical 1maging information and real-time welding control algorithm and
applied it on robots for welding. Huber' used laser vision as a method of
detecting position and gap, and applied it to pipe welding. Nakata”®  studied
upon the  optimal geometrical formation by  experimenting  through  light
source, camera position and resolution, camera exposure and by He-Ne
laser, band pass filter, and CCD camera. This research is promoted on
designing seam information 3mm in front of the pool and constructing a
seam tracking automation system.



Through reviewing what the researchers mentioned above, it can be said
that the purpose of this research paper is  focusing on  performance
comparison results of seam tracking for real time rootpass seam tracking on
gas metal arc welding. The results showed that the presently developed
algorithm(an  application  algorithm of segment  splitting method) is  better
than the previous algorithm (iterative averaging technique) in the
performance of seam tracking. That 1s became that the presently developed
algorithm showed more robustness in sensor and arc noise than the previous
algorithm.

2. Seam tracking
2.1 The principle of vision sensor

Optical triangulation 1is popularly wused in measuring the distance to object
by triangulation method because of its short image processing time and
simple structure. Optical  triangulation can be  divided nto two  parts
depending on the operational ©principle and light  source, thus, by a
structured  light pattern  type  and scanning  beam  type. Generally, the
scanning beam type 1s superior to structured light type in terms of noise.
Laser vision sensor of scanning beam type is used in this paper.

2.2 Vision processing

Generally, intensity image or range 1image 1is used for vision processing.
Intensity image is the gray level of each pixel and range image is the range
information of each pixel. Range information is needed in seam tracking and
is used more frequently than intensity image. The range 1image that comes
from the vision sensor 1is transformed into a value in the camera coordinate
to obtain needed information. Range image shows coordinates in the cross
section of material. From this, information necessary to seam tracking is
obtained. For this operation, the following steps are operated recursively.

(a) Data obtained from the noise reduction process and vision sensor
includes wvarious noise such as arc light, spatter, specular reflection and
multiple reflection. Therefore, filtering operation of the image s
necessary.

(h) TFor extracting features in the measured shape from segmentation and
filtering, it is necessary to simplify the line segment by extracting of
break points.

(c) From break points after extraction of break point and segmentation
processing, information on the feature  points and  break  points of
V-grooved can be produced.

2.2.1 Vision preprocessing
Vision preprocessing means Image processing, such as the promoting of

image quality, transforming adequately for special application purposes etc.



This vision  preprocessing includes image  operation such  as smoothing,
sharpening, high frequency  separation, and low frequency  separation. Raw
profile which is obtained from sensor calibration data by vision system is
expressed (y, z) into the coordinate of 256. Y 1is defined as the bead width
in the welding operation and Z 1is defined as the bead depth direction in the
welding operation. In replacing 1mage values into the mean value of the
neighboring  values, median filtering as a nonlinear operation technique is
the most effective iIn noise reduction. This operation is done by removing
noise elements without having major effects in high frequency elements. By
changing the window size to 2 dimensions, the filtering range can be
transformed. Because a considerably large 2 dimensional window can loose
features of the vprofile such as the V comner, 2 dimensional window size
which includes 3 or 5 neighboring profiles is suitable for image processing.

In this study, segmentation and feature extraction are wused through vision
preprocessing, and effects such as gap filling can be obtained by software in
vision preprocessing.

2.2.2 Comparison of segmentation processing algorithm

The segmentation processing is done on the basis of finding considerably
large  directional change and approximating line segments. Significant data
reduction effect can be expressed through this operation by storing the
break points which are among the segments. Through this segmentation
processing, two algorithms of segmentation processing are used in this paper
to adequately express the break points. First, if the gradient difference is
over tolerance, end points of those segments are considered break points 1in
the previous algorithm’of segmentation processing. Though this algorithm s
considerably  simple, it has some difficulties 1iIn expressing various joint
types. This algorithm 1is expressed as equation (1) and TFig. 1. To back-up
the weak points of the previous algorithm of segmentation processing, a new
algorithm  of  segmentation processing and  extracting of break points is
developed. Especially, as this new algorithm can be expressed iIn various
joint types, this can be applied on not only to seam tracking but also to
weld quality inspection. This new algorithm 1is expressed in equation (2) and
Fig. 2. Equation 2 and Fig. 2 largely expressed the features of the laser

stripe  from vision sensor into 4 types. Z,; expresses z coordinate on  7-th
profile, and m,, m,, d,, d, are designed to obtain the suitable length on
the basis of segmentation processing by  heuristic method for  optimal
conditions through experimental experiences. In this study, m, 1is wused as
3, m, is used as 4, d, is used as 3 and d, is used as 6. The geometrical
meaning of m,, m,, d,, d, is that the dtypes of joints or the general
characteristics of the bead which form the basis of segmentation processing
can be induced with z; in the middle, according to the range depth

magnitude of both sides, which is formed due to the distance of m, and m,



Profile data coordinate ( v, , z; ) which satisfies the condition is named

as break vpoints. The crossing point 1is between each line segment and is
stored in memory.
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Fig. 1 Line segment of the profile
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Fig. 2 Description of the segmentation processing

2.2.3 Feature  point extraction and root  point tracking by iterative
averaging technique

Through  the  previous segmentation  processing (equation (1), Fig. 1),
features which have a meaning can be extracted as a next step.
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Fig. 3 Characteristic features of a V-grooved weld joint

To induce a joint type or general characteristic of weld bead on the basis of
segmentation processing, a general characteristic is shown in Fig. 3. Feature
extraction 1s a Job of finding formation on feature points and feature lines.
After this job is done, the information acquired is used to determine the
weld tracking point. The feature extraction and root point tracking
algorithm of V-groove which is used in this study is a modified version of
the V-groove detection algorithm, which was formally changed by  Smati,
Smith and Yapp8 who made it adaptable on range 1mage. This feature

extraction algorithm 1is based on iterative averaging technique. Z, 1s given

by averaging all values of =z axis. Left vreference point(P2) and right
reference point(P6) centering on P4 are found in Fig. 3 by wusing the
V-groove detection algorithm in the middle of break points. The tolerance
band 1is changed according to the magnitude of the joint and resolution of
the laser camera. Next, an algorithm for finding a left reference
point(L:P2), right reference point(R:P6) and center reference point(P6) is
expressed in Appendix 1. As this iterative averaging technique 1s developed
under the assumption that the left and right flat surface line centering on
V-groove in Fig. 3  hardly changes during welding, this method shows
comparatively  superior time reduction to the new suggested algorithm for
finding root tracking point. Sensor noise and arc light can deeply influence
seam tracking, as vision data for seam tracking can be lost. Thus, these

phenomena can effect the results of seam tracking.

Appendix 1 An algorithm in finding right and left reference point and center reference

point by averaging iterative technique

Where, n: data number on profile, N: break point number on profile
Z;: 7 coordinate on i-th profile, Z ; - z coordinate of i—th break point on profile
2.24 Feature point extraction and root point tracking by an application
algorithm of segment splitting method

In this study, feature point algorithm of V-groove was applied on the
segment splitting method. The maximum distance points from the reference



line were extracted as feature point. Fig 4 shows range image, break point
and location of left and right reference point.
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Fig. 4 Characteristic of break points and right and left reference point

Fig. 4 shows the typical shape of a V-groove. Here, the mean wvalue of all z

axis values are given as 2 From this reference line, mean line for finding a
welding point is made in the part representing the V-groove. Through
segmentation processing, the reference point 1s placed at both end points,
thus, the left and right edge points of V-groove to left and right reference
point in the middle of approximated break points. The left reference point is
the farthermost point from the straight line that connects the first point of
distance and the crossing point of the mean line and the left line of
V-groove. Fig. 5 shows a method for finding the reference point. The
principle for finding the right reference point is the same method. Equations
(3) - (12) show an algorithm for finding the mean value, two crossing values
of V-groove and mean line, and right and left reference point. A break point
is found in the lowest point of the V-groove, which is named the center
reference point. The precise welding position is extracted from this reference
point.
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Fig. 5 Detection method of left reference point

Equation (8 shows an algorithm for finding a center reference point. A
large amount of noise 1s made due to specular reflection near the seam
tracking position. This reason  causes a loss of the welding point.

Furthermore, the point Zx in equation 8 may not be an exact center point
in joint surfaces due to noise and multiple vreflection. Therefore, a back-up

operation is necessary. First of all, the front and back break points of Zx
such as Zx1 and Zxa should he found, and the absolute distance of

Z; Zyg 1 and Zxi1Zp in equation 11 should he compared. According to



the direction of two lines, the location of Zxcan bhe found in joint
surfaces(left or right). After the location of Zxis recognized, the two break
points of Zk(the front and the back break points) and two left and the right
reference points should be connected to the lines. This process 1is called the
least square error method. Thus, this crossing point of two lines is called
the tracking point for rootpass welding. Equation 12 shows an algorithm for
finding the rootpass welding point.

First average (mean value)
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(where, m; and m, are crossing point of mean value line and V-groove)

Left reference point:
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Find R, d is maximum value.
Center reference point: (to find a minimum break point within joint surfaces)

Find K when Zg is minimum value, L<K<R )
Preparation for least square error method

Find Zyg_,, Zg., when Zg is minimum value, L<K<R )

Find D( Z; Zg 1), DU Zg Z5 ) (D distance) (10)

D Z;, Zk 1) >D( Zg, i Zgr) ( Zgis situated on left )
Then D( Z;, Zyx_ 1) <D( Zgi1 Zp) ( Zg is situated on right) (11D
Else then D( Z; Zx_1 ) =D( Zg. 1 Zgr) ( Zj is situated on center)

Rootpass welding point: (the general expression of the least square error method)

zp=apxyr+b;, Zp=ap*ypt by
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Where, z ; mean value of z coordinate,

Z; ; range image on i—th, n; number of range image,

my , my ; left and right value which crosses the V-groove and mean line,
N ; number of break point on range image,

Z; ; i-th range image on z coordinate,

Z; ; i~th break point of range image on z coordinate,

v; ; i-th range image on y coordinate,

Y, ; i-th break point of range image on z coordinate,

M, M, ; m; -th and m, —th of range image

2.3 Tracking signal processing of seam line

To promote tracking reliability In seam tracking, the tracking point that
was recognized In each profile is wused, and it is necessary to refer to the
precedent tracking point. As a method of improving the reliability of the
seam tracking trend wused in this study, the present data 1is applied By
using this improved method, a weighted moving average, which is a kind of
exponential smoothing method, is used in tracking signal processing.

vo(m) =1 —=m)y(n—1)+my(n) (13)
z2,(m)=1—m)z,(n—1)+ mz(n) (14)

Where, m ; weighted value,
v (n—1), z,(n—1) ; the precedent moving averaging value,
v(n), z(n) ; the tracking point at on-line tracking,

v,(m), z,(n) ; the moving averaging value at on-line

Weighting value has different value according to the welding process and
welding condition. When m i1s given a value of 0.25, which was obtained by
the experiment in this study, seam tracking was well performed.

3. Experiment
3.1 System configuration

The experimental system i1s divided into welding system parts and vision
system parts. The welding system consists of 3 axis cartesian robots, COs2
gas arc welding machine (maximum 350A inverter welding machine), wire
feeder, water cooler and motion controller, and 1.2mm diameter wire were
used. Vision system parts consist of vision controller and laser camera.



Vision control system is an adapted industrial PC embedded CPU (75MHz
Pentium CPU) which is made wup of camera control system with embedded
DSP, and this is wused on vision processing, laser power scanning control and
camera control system with embedded DSP. The resolution of vision camera
was 0.0omm. Vision camera (camera head or range finder) is used as laser
vision sensor(dimension: 110mm width X 60mm depth X 48mm thickness).
An auto-synchronized method is adapted as a range measuring system which
applies the active optical triangulation principle to measure the depth. The
light ray which 1is produced from the laser is projected on the object by
forming a light surface. The receiver lens which 1is slantingly located in the
light path 1is projected on the photosensitive detector which 1is reflected on
an object surface. Because the photosensitive detector consists of a CCD of
2D, the sectional profile of the object is organized on CCD. The vprofile that
i1s measured 1is separated by software and the ©position of each point on
section is calculated. For the light source, 40mW, wvisible laser diode of
amplitude 680 nm is used. Fig. 6 shows a system configuration.
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Fig. 6 System configuration for joint tracking
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3.2 Experiment method

After two pieces of welding specimen (70mm width X 200mm depth X 16mm
thickness)are tagged, butt welding is performed. For displacement of
welding and good seam tracking of vision system, adaptable jig for butt
welding 1s used. The V-groove of butt welding has a value of 60 degrees and
groove angle for experiment has a root face of 3mm. A 12 mm solid wire,
and shielding gas made of pure CO:; gas, with a flow rate of 15 [/minis used.
CTWD is kept at 15mm. Welding condition 1is performed in 180A welding
current, 26 V welding voltage and 5mm/sec welding speed. the laser camera
was located in front of welding torch, and the position of the tracking Iline
can track range information in front of the look—ahead distance of 26mm.

The experiment was performed in the following ©procedure. After capturing
data, noise  removal and segmentation  processing, feature extraction of
V-grooved and recognition of feature points are processed. The algorithm of
segmentation  processing  process(equation (1) and equation (2)) and the
algorithm of V-groove feature extraction and rootpass tracking (the iterative
averaging technique and an application algorithm of segment splitting
method) are compared to tracking results. In this paper, two methods of



seam tracking algorithm, the previous algorithm(equation (1 and the
iterative averaging technique), and the present developed
algorithm(equation(2) and the application algorithm of segment splitting
method) are compared. The extracted feature point 1is transformed into
coordinates which must be moved. The ‘tracking point 1is given as the
calibration of the next tracking point by weighted moving average method.
By doing these repetitive operations, real-time seam tracking is performed.
Fig. 7 shows a flow chart of joint tracking in tracking mode.
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Fig. 7 Flow chart of joint tracking in tracking mode

To estimate the tracking performance, tracking experiment is performed to
inspect whether the deviation degree could be tracked and also be changed
in  various degrees on the reference line wusing a 3 axis cartesian robot.
Furthermore, as HANGUL  (Korean Language) GUI(Graphic User Interface)
program is developed for easy seam(weld line) tracking and real-time
tracking, this system is made for on-line monitoring of each parameter and
profile etc. Fig. 8 shows an example of Graphic User Interface in joint
tracking program

S -4 i} e

Fig. 8 Example of GUI in joint tracking program

3.3 Experiment result



By applying seam tracking on the previous algorithm and the present
developed algorithm, the deviation degree of three cases weld Iline tracking
on D, 7, 10 shows the following results. In case of Dbdegree deviation,
maximum error showed a small difference. In  case of mean error and
standard  deviation, error by previous algorithm which is given a suitable
allowance, capturing left and right reference points and finding a center
reference point(root point) shows a small error. As the deviation degree is
increased, tracking error on < maximum  error, mean error and  standard
deviation are shown to have a small difference in the previous algorithm in
comparison to the vpresently developed  algorithm. Because the  maximum
error shows a value of below 07 mm near 10 degree deviation of both seam
tracking algorithms, maximum error of tracking shows a small value if the
fact that the wire 1s 12mm in diameter is considered and thus, superior
tracking  performance is proven. Therefore, as the degree iIncreases, the
presently  developed algorithm  shows rapid  tracking performance and a
smaller error deviation than the previous algorithm. The presently developed
algorithm shows good results in tracking accuracy and tracking performance
in on-line tracking. Fig. 9 and Fig. 10 show the tracking vresults of the
previous algorithm and the vpresently developed algorithm. Table 1 and
Table 2 show tracking results of maximum error, mean error and standard
deviation. Mean error is the absolute value of the mean value of error on
the tracking line and reference line, and standard deviation shows the whole
trend of seam tracking.
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Fig. 9 Seam tracking results by the previous algorithm
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Fig. 10 Seam tracking results by the present developed algorithm

Table 1 Seam tracking results of V-groove on 5, 7, 10 degree by the previous algorithm

error
(mm) mean error maximum error standard deviation
deviation
5 degree 0.08 0.24 0.27
7 degree 0.16 0.44 0.29
10 degree 0.33 0.68 0.42

Table 2 Seam tracking results of V-groove on 5, 7, 10 degree by the present algorithm

error mean error maximum error standard deviation
(mm)
deviation
5 degree 0.15 0.14 0.28
7 degree 0.07 0.33 0.23
10 degree 0.14 0.35 0.23
4. Conclusion
As a research of GMA welding automation by vision sensor, real-time
seam tracking results by two different algorithm(the previous algorithm and
the presently developed algorithm)are compared in various deviation angles,

and are discussed.



1.

*

The new segmentation processing algorithm for precise seam tracking is
suggested In two comparative algorithms. The new algorithm 1is  superior
to the previous segmentation processing algorithm In representing  various
joint types.

Seam tracking by the ©previous algorithm and the opresently developed
algorithm  showless maximum error values below the wire diameter, thus
showing satisfactory tracking result.

Seam tracking results of the presently developed algorithm shows similar
tracking results compared to the previous algorithm in the deviation
degree of seam where the discrepancy was small. As deviation degree
increases, the vpresently developed algorithm is shown to have  superior
tracking performance to the previous algorithm.

The two segmentation processing algorithms did not show a discrepancy
in tracking performance. In comparison of feature point extraction and
root point tracking, an application algorithm of segment splitting method
is shown to have superior robustness in arc and sensor noise to iterative
averaging technique. As a vresult, it 1is considered that the robustness
noise can effect the performance of seam tracking.
Appendix 1

* Algorithm for average (mean value),

_ 1<
o n ;1 <

Find L when Z; > 2,, Z;., <z, 1<L<N (L:Left side of Fig. 2 profile)

Find R when Z, > z2,, Zgp_; <z, 1<R<N(R: Right side of Fig. 2 profile)

Left reference point: 7 = Z

Repeat
1. If (Z,< (7 + tolerance)), k=L ... 1

Then L = k
1 L

- - 4 . : > _
2. & 12 ZZ=]1ZZ Until Z; = (— olerance),  Vk < [1,L]

Let: Left reference point = L

Right reference point: - = ?0



Repeat

1. If (Z,< (7 + tolevance)), k=R ... N

Then R = k
N
2_ 70 = ﬁ ;RZZ. Until Z/e > (7 - tOl@Vd%C@), Vk & [R, M

Let : Right reference point = R

Center reference point:

Find k when Zk+1 < Zk, k:L e R

Let : Center reference = k
Where, n ; total data number on profile, N; break point number on profile,

z ;' z value of profile on i-th, Z; ; z value of break point in profile on i-th
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